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Introduction



http://books.tpq.io

RL for Finance 
A Python-based introduction with different applications.

http://books.tpq.io


http://books.tpq.io

Python and AI for Finance 
Since 2014 publishing about Python & AI for Quant Finance.

http://finpy.pqp.io
http://books.tpq.io


https://cpf.tpq.io

4-12 months 
program 

(live or self-paced)

7 Books 
→ 2,750 pages 

PDF

350 hours  
of instruction 

→ 2,000,000 words

350 PY Files 
→ 35,000+ LOC

500 Jupyter 
Notebooks 
→ 50,000 LOC

https://cpf.tpq.io


https://bit.ly/quants_dev

Community of  
professional & aspiring 

quant developers & 
quant researchers. 

1,000+ Members 
and growing. 

Webinar series 
“Reinforcement Learning 

in Finance”

http://pqf.tpq.io
https://discord.gg/uJPtp9Awaj


http://pqf.tpq.io
https://www.meetup.com/Artificial-Intelligence-in-Finance-Algorithmic-Trading/
https://pqf.tpq.io


http://hilpisch.com

Dr. Yves J. Hilpisch is the founder and CEO of The Python Quants (http://tpq.io), a group focusing on 
the use of Python and open source technologies for financial data science, artificial intelligence, 
algorithmic trading, and computational finance. He is also the founder and CEO of The AI Machine 
(http://aimachine.io), a company focused on AI-powered algorithmic trading based on a proprietary 
strategy execution platform.

Yves has a Diploma in Business Administration, a Ph.D. in Mathematical Finance, and is Adjunct Professor 
for Computational Finance.

Yves is the author of six books (https://home.tpq.io/books):

* Reinforcement Learning for Finance (2024, O’Reilly)
* Financial Theory with Python (2021, O’Reilly)
* Artificial Intelligence in Finance (2020, O’Reilly)
* Python for Algorithmic Trading (2020, O’Reilly)
* Python for Finance (2018, 2nd ed., O’Reilly)
* Listed Volatility and Variance Derivatives (2017, Wiley Finance)
* Derivatives Analytics with Python (2015, Wiley Finance)

Yves is the director of the online training program leading to the Certificates in Python for Finance 
(https://cpf.tpq.io). He also lectures on computational finance, reinforcement learning, and algorithmic 
trading at the CQF Program (http://cqf.com).

Yves is the originator of the financial analytics library DX Analytics (http://dx-analytics.com) and 
organizes Meetup group events, conferences, and bootcamps about Python, artificial intelligence and 
algorithmic trading in London (http://pqf.tpq.io) and New York (http://aifat.tpq.io). He has given 
keynote speeches at technology conferences in the United States, Europe, and Asia.

http://hilpisch.com
http://tpq.io
http://aimachine.io
https://home.tpq.io/books
http://cqf.com
http://dx-analytics.com
http://pqf.tpq.io
http://aifat.tpq.io
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Overview



DAY 3 
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DAY 2 
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1. AI Success Stories 
2. Physics Envy & 

The Beauty Myth 
3. Efficient Markets 
4. Data-Driven Finance 
5. AI-First Finance 
6. DAYS 1-3 Bootcamp



AI Success Stories



Success Stories about Deep 
Learning 
and Deep Reinforcement 
Learning: 
• Self-Driving Cars 
• Recommendation Engines 
• Playing Atari Games 
• Image Recognition & 
Classification 

• Speech Recognition 
• Playing the Game of Go

https://mitpress.mit.edu/books/how-smart-machines-think


AI Success Stories 
—Atari Games and 

Reinforcement Learning





“We present the first deep learning model 
to successfully learn control policies 
directly from high-dimensional sensory 
input using reinforcement learning. The 
model is a convolutional neural network, 
trained with a variant of Q-learning, whose 
input is raw pixels and whose output is a 
value function estimating future rewards. 
We apply our method to seven Atari 2600 
games from the Arcade Learning Environment, 
with no adjustment of the architecture or 
learning algorithm. We find that it 
outperforms all previous approaches on six 
of the games and surpasses a human expert 
on three of them.” 

Mnih, V. (2013): “Playing Atari with Deep 
Reinforcement Learning”. https://arxiv.org/
pdf/1312.5602v1.pdf

https://arxiv.org/pdf/1312.5602v1.pdf
https://arxiv.org/pdf/1312.5602v1.pdf


AI Success Stories 
—Go and AlphaGo



“Go-playing programs have been improving at a 
rate of about 1 dan/year in recent years. If 

this rate of improvement continues, they might 
beat the human world champion in about a 

decade.” 

Nick Bostrom (2014): Superintelligence.



https://deepmind.com/research/alphago/
https://www.nature.com/articles/nature24270.epdf?author_access_token=VJXbVjaSHxFoctQQ4p2k4tRgN0jAjWel9jnR3ZoTv0PVW4gB86EEpGqTRDtpIz-2rmo8-KG06gqVobU5NSCFeHILHcVFUeMsbvwS-lxjqQGg98faovwjxeTUgZAUMnRQ
https://deepmind.com/blog/alphago-zero-learning-scratch/


AI Success Stories 
—Chess, Deep Blue & AlphaZero



“Jump forward another 20 years to today, to 2017, 
and you can download any number of free chess 

apps for your phone that rival any human 
Grandmaster.”

“Twelve years later I was in New York City 
fighting for my chess life. Against just one 

machine, a $10 million IBM supercomputer 
nicknamed ‘Deep Blue’.”

“It was a pleasant day in Hamburg in June 6, 
1985, … Each of my opponents, all thirty-two of 

them, was a computer. … it didn’t come as much of 
a surprise, …, when I achieved 

a perfect 32—0 score.”



“Traditional chess engines — 
including the world computer chess 
champion Stockfish and IBM’s  
ground-breaking Deep Blue — rely 
on thousands of rules and 
heuristics handcrafted by strong 
human players that try to account 
for every eventuality in a game. … 

AlphaZero takes a totally 
different approach, replacing 
these hand-crafted rules with a 
deep neural network and general 
purpose algorithms that know 
nothing about the game beyond the 
basic rules.”

“In Chess, for example, it 
searches only 60 thousand 
positions per second in chess, 
compared to roughly 60 million for 
Stockfish.”

Source: http://deepmind.com

“The amount of training the 
network needs depends on the style 
and complexity of the game, taking 
approximately 9 hours for chess, 
12 hours for shogi, and 13 days 
for Go.”

https://deepmind.com/blog/alphazero-shedding-new-light-grand-games-chess-shogi-and-go/


AI Success Stories 
—GPT o1, ChatGPT & LLMs





Physics Envy & 
The Beauty Myth 



Cornerstones of Finance 
A. Expected Utility (✘) 
B. Equilibrium Theory (✘) 
C. Normal Distributions (✘) 
D. Linear Relationships (✘) 
E. Efficient Markets (✓) 
F. Arbitrage Pricing (✓)

Traditional Finance 
Not all cornerstones of traditional finance have stood the test of time.



Theory Reality

Normal Distributions 
Easy to handle mathematically, often found in physics, but almost never in finance.



μi = r + βi(μM − r)

“Market Risk” 
“Idiosyncratic Risk”

Linear Relationships 
Easy to understand, intuitively appealing, and straightforward to manage.



“The attraction of the CAPM is that it 
offers powerful and intuitively pleasing 
predictions about how to measure risk and 
the relation between expected return and 
risk.” 

“The version of the CAPM developed by 
Sharpe (1964) and Lintner (1965) has never 
been an empirical success. ... The 
problems are serious enough to invalidate 
most applications of the CAPM.” 

Fama and French (2004): 
“The Capital Asset Pricing Model: Theory and 
Evidence.”

Lacking Empirical Support 
CAPM is still popular both in theory and practice although it lacks empirical support.

https://www.wollnywp-unternehmensbewertung.de/beta-factors/?lang=en


Prices are Predictions 
Prices embody predictions about future cash flows discounted to today.

Source: Kelly and Xiu (2023) 

https://bfi.uchicago.edu/wp-content/uploads/2023/07/BFI_WP_2023-100.pdf


Prediction Fails 
Empirically, finance has a pretty bad track record in predicting prices

Source: wsj.com 

http://wsj.com


Physics Envy 
Finance might have been driven for too long by quest for the most simple models.

https://arxiv.org/pdf/1003.2688


Efficient Markets



“This theory casts serious doubt on many 
other methods for describing and 
predicting stock price behavior — methods 
that have considerable popularity outside 
the academic world. For example, we shall 
see later that, if the random-walk theory 
is an accurate description of reality, 
then the various “technical” or “chartist” 
procedures for predicting stock prices are 
completely without value.” 

→ In a least-squares sense, the best 
predictor of tomorrow’s stock price is 
today’s stock price.

Efficient Markets 
Markets appear to be efficient, meaning that traditional prediction methods are ineffectual.



If a stock price follows a (simple) random walk 
(no drift & normally distributed returns), then 
it rises and falls with the same probability of 
50% (“toss of a coin”). 

In such a case, the best predictor of tomorrow’s 
stock price — in a least-squares sense — is 
today’s stock price.

Efficient Markets—Simple Illustration



Data-Driven Finance



From print …



... to the Web ...



... to the Terminal ...



... to powerful APIs.



... to powerful APIs.



... to powerful APIs.



AI-First Finance



“It doesn't matter how beautiful your 
theory is, it doesn't matter how 

smart you are. If it doesn't agree 
with experiment, it's wrong.” 

Richard Feynman



“It ain’t what you don’t know that 
gets you into trouble. It’s what you 
know for sure that just ain’t so.” 

Marc Twain



Scientific Method 
The scientific method involves the refutation of models that lack empirical support.



“Machine learning is 
the scientific method on steroids. It 

follows the same process of generating, 
testing, and discarding or refining 

hypotheses. But while a scientist may 
spend his or her whole life coming up with 
and testing a few hundred hypotheses, a 

machine-learning system can do the same in 
a second. Machine learning automates 

discovery. It’s no surprise then that it’s 
revolutionizing science as much as it’s 

revolutionizing business.”

Machine Learning 
Machines effortlessly test and refute thousands of different hypotheses.



Timmermann and Granger (2004): “Efficient Market Hypothesis and Forecasting.”: 
“A market is efficient with respect to the information set, S(t), search 

technologies, T(t), and forecasting models, M(t), if it is impossible to make 
economic profits by trading on the basis of signals produced from a forecasting 
model in M(t) defined over predictor variables in the information set S(t) and 

selected using a search technology in T(t).”

Jensen (1978): “Some Anomalous Evidence Regarding Market Efficiency.”: 
“A market is efficient with respect to an information set S if it is impossible 

to make economic profits by trading on the basis of information set S.”

Efficient Markets 
New technologies and methods have changed the thinking about efficient markets.



ML-Based Asset Pricing 
Machine learning methods can easily encompass a large number of predictor variables.

“…, the collection of candidate conditioning 
variables for the risk premium is large. The 
profession has accumulated a staggering list of 
predictors that various researchers have argued 
possess forecasting power for returns. The 
number of stock-level predictive characteristics 
reported in the literature numbers in the 
hundreds and macroeconomic predictors of the 
aggregate market number in the dozens. 
Additionally, predictors are often close cousins 
and highly correlated. Traditional prediction 
methods break down when the predictor count 
approaches the observation count or predictors 
are highly correlated. With an emphasis on 
variable selection and dimension reduction 
techniques, machine learning is well suited for 
such challenging prediction problems by reducing 
degrees of freedom and condensing redundant 
variation among predictors.”

https://dachxiu.chicagobooth.edu/download/ML.pdf


“Eugene Wigner’s article “The Unreasonable 
Effectiveness of Mathematics in the Natural Sciences” 
examines why so much of physics can be neatly explained 
with simple mathematical formulas such as f = ma or e = 
mc2. 
Meanwhile, sciences that involve human beings rather 
than elementary particles have proven more resistant to 
elegant mathematics. Economists suffer from physics 
envy over their inability to neatly [and successfully] 
model human behavior. 
An informal, incomplete grammar of the English language 
runs over 1,700 pages. Perhaps when it comes to natural 
language processing and related fields, we’re doomed to 
complex theories that will never have the elegance of 
physics equations. But if that’s so, we should stop 
acting as if our goal is to author extremely elegant 
theories, and instead embrace complexity and make use 
of the best ally we have: the unreasonable 
effectiveness of data.”

Adding Complexity 
Like Natural Language Processing, finance might needto go bigger & embrace complexity.



Ever-increasing volume, variety, and 
velocity of financial data.

Non-linear, high dimensional, and 
changing relationships in finance.

AI as Technology 
The case for AI as a key technology is driven by two major aspects of modern finance.
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MacBook Air 13 Inch, M1, 8GB, 
256 GB, Retina Display

MacMini, i7—6 Cores, 32GB, 512 GB

MacMini, M1—8 Cores, 8GB, 256 GB

MacBook Pro 14 Inch, M1, 16GB, 
512 GB, XDR Display

MacMini, M1 Max, 
32GB, 512 GB



MacMini, M4, 16GB, 256GB



https://digitalocean.com

https://m.do.co/c/fbe512dd3dac


The Python Quants GmbH 
Dr. Yves J. Hilpisch 

https://tpq.io | team@tpq.io 
https://youtube.com/@dyjh | x.com/dyjh

https://growth.tpq.io/cpf
https://growth.tpq.io/cpf
mailto:team@tpq.io
https://youtube.com/@dyjh
http://x.com/dyjh

